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Abstract

According to the CDC, 1 in 8 U.S. women (about 12%) will develop invasive breast cancer over the course of their lifetime. 

As it grows, it can metastasize throughout the body causing serious health issues and death in many cases. 

Mammography remains the most effective means available to detect cancer in its earliest stages. However, 

overdiagnosis and overtreatment are two prevalent risks of mammography screening. These risks cause unnecessary 

mental and physical pain in addition to exorbitant cost as almost 4 billion dollars are spent on correcting misdiagnoses 

(CNBC). These adverse consequences can be mitigated by more accurate diagnosis of breast cancer using machine 

learning, specifically deep learning. This paper utilized deep learning to classify the nature of breast tumors gathered 

from the Curated Breast Imaging Subset of the Digital Database for Screening Mammography (CBIS-DDSM). The dataset 

consisted of multiple views of 3567 patient mammograms with full pathologies and annotations. Factors such as 

resolution, affinity, and contrast were artificially augmented for each image, to account for the various acquisition 

methods of mammograms as well as to better assess the neural network's predictions. The neural network achieved a 

validation accuracy of 82% in predicting the pathology of the tumor using a resolution of 200x200, as well as a contrast 

ratio of 2.0 and different affine transformation. Using this algorithm, issues regarding the overdiagnosis and 

overtreatment of breast tumors can be greatly mitigated and hence allowing for accurate diagnosis. Future work 

includes proving the generalizability of this model by testing it on other publicly available datasets as well as utilizing 

transferred learning via deeper neural network structures to improve validation accuracy.



Breast Cancer - Background

● 1 out of every 8 women are diagnosed with breast cancer

● About 6.8% percent of women die from the disease

● Mammography most effective way of early breast cancer diagnosis
○ Problems: misdiagnosis and overtreatment; 30% FP rate

○ 4 billion dollars spent annually for corrections

● Deep Learning can be used to eliminate misdiagnosis



Deep Learning-Background

● Deep-learning software attempts to mimic the activity in layers of neurons 

in the neocortex

● Learns to recognize patterns in digital representations of sounds, images, 

and other data.

● Used in medical, audiovisual, and technological fields

● Many types of deep learning models used to diagnose breast cancer in 

today's research

● However, current implementations fail to generalize to other datasets as 

they have memorized and outputted the labels of one dataset





Literature Review 
● effective way of diagnosing fine needle aspirates by comparing different 

machine learning algorithms' performance on classifying data [1]

● achieved peak accuracy of 96% diagnosing FNA's, benign sample majority; 

more equal spread necessary for accurate stats [1]

● CNN's used to directly classify pre-segmented breast masses in 

mammograms using transferred learning [2]

● Many pre-built CNN structures used, highest recall achieved without 

augmentation [2]

● These researchers focused on peak accuracy in 1-2 datasets, without 

accounting for differences in many mammogram datasets.

● This work focuses on analyzing the effect of different augmentations on the 

dataset to improve generalizability



Purpose

After analyzing multiple research papers focused on breast cancer diagnosis using 

machine learning, it was discovered that current research was only concerned with 

achieving peak accuracy in 1-2 datasets, without accounting for variation found 

between different sets of mammograms, reducing transferability of the model, thus 

failing to accurately diagnose unseen data.

How does this information loss (variability) across different mammogram images 

affect diagnostic accuracy? 

Can current radiology accuracy be improved through deep learning by 

simulating variation between acquisition methods of mammograms? 



Hypothesis

1) Using mammogram data, it is hypothesized that simulation of different 

image variants through artificial augmentation will produce good predictive 

accuracies

2) It is also hypothesized that producing large samples of data using these 

augmentations will allow for better model generalizability, improving 

diagnostic accuracy



Data

● CBIS-DDSM dataset, benign and malignant tags

● 3567 total images, equal split

● BIRAD tags also present
○ 1 - lowest level of malignancy

○ 6 - highest level of malignancy

● This work focused on binary classification
○ Sufficient to do binary classification as current 

prognostic methods only rely on nature of tumour for 

treatment



Convolutional Neural Network (CNN)

● Convolutional neural network diagnosed benign and malignant 

mammograms

● Backpropagation

● SGD

● Layers
○ Convolution

○ Pooling

○ Dropout

○ Dense

○ Fully Connected

https://becominghuman.ai/extract-a-feature-vector-for-any-image-with-pytorch-9717561d1d4c

[3]



Materials 

● Computer

● Linux Server running Ubuntu 16.04

● TitanX with 12GB RAM - GPU

● CBIS-DDSM dataset

● Keras API
○ open source neural network API 

○ enables fast experimentation with deep neural networks

● Python
○ Pre-process all data

○ One-Hot-Encode Metadata

○ Build Neural Network

○ Generate Accuracy Statistics



Methods

● Resize images to 25 x 25, 50x50, 100x100, 200x200, 400x400, 800x800 

png

● One Hot Encoding of Metadata

● Image Augmentations
○ Resolution changes

○ Affine transformations (rotations, zooms, width shifts)

○ Contrast changes (ratios of 1,2,3,4,5)

Example of one-hot encoding

Benign 0 1

Malignant 1 0



Methods cont. 

● Resolution
○ Bash script used to resize images into different resolutions

● Contrast
○ rounding algorithm used to change contrast

○ floor function for lower value pixels, ceiling for higher value pixels

○ level of contrast indicates level of grayscale (e.g. higher means only black and white)

● Affine Transformations
○ Keras API (DataGen) used to augment images further

○ Rotation: 90o

○ Zoom: 30%

○ Width Shift: 10%



Cross-validation

● Two datasets with labels were used to test the model

● Training: correct matched labels, used to discover relationships

● Testing: no labels, model outputs probabilities of labels

● Train: 80%, Test: 20%

● Trained for 72 epochs
○ Accuracy

○ Validation Accuracy

○ Loss

○ Validation Loss

● Highest val accuracy selected for model

● Validation accuracy = (TP + TN) / n



Methods
1) Gathering of Breast Cancer Data: All data for this project was taken from the CBIS-DDSM dataset. Using the curated 

images from the dataset containing both Mediolateral Oblique (MLO) and Cranial Caudal (CC) views, a dataset of  

3,567 mammograms was garnered. Images were roughly split even between benign and malignant samples, and 

images and metadata were converted into comma-separated values (CSVs) and stored onto a virtual machine running 

Linux for further parsing

2) Image Pre-Processing: After analyzing upwards of 30 different mammogram datasets, the most common variables 

were selected for augmentation. A number of different transformations was applied to the data. Bash script was used 

to change the resolution of the images, and a rounding algorithm was used to vary the contrasts of the images. Keras' 

ImageDataGenerator library was used to generate different tensor batches for affine transformations

3) Building Neural Network: This neural network structure is loosely based on a combination of AlexNet and GoogleNet, 

two very popular CNN structures in deep learning works. Activation functions and amount of layers were achieved 

through extensive trial-and-error and research to increase non-linear properties of the model to garner best possible 

accuracy

4) Running the Data: Images were converted into matrices with grayscale pixels ranging from 0-255. The algorithm 

applied one of the pre-processing functions to these matrices, before metadata was one-hot-encoded. This model 

used 10-fold cross-validation to split data into 80-20 train/test split. Random batches of 128 images were run through 

the CNN for 72 epochs (iteration of all samples), outputting accuracy statistics 

5) Tuning the Model: The highest validation accuracy was selected as final accuracy as this scores the transferability of 

the model. Based on this accuracy, the model would be fine tuned using feature selection to achieve best accuracy 

possible. Epoch graphs and confusion matrices were produced to determine extent of overfitting.
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CNN Structure used in this project

Layer Kernel Size Repetitions Activation

convolution 3x3 x 3 relu

max pooling 2x2 x 1

convolution 3x3 x 3 relu

max pooling 2x2 x 1

convolution 3x3 x 3 relu

max pooling 2x2 x 1

Layer Units Dropout Value Activation

Dropout 0.25

Dense 128 0.5 relu

Dense 512 0.5 relu

Dense 1024 0.5 relu

Dense (FC) 2 sigmoid



CNN Structure Flowchart
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Results-Resolution

Resolution Validation Accuracy

25x25 0.603

50x50 0.622

100x100 0.708

200x200 0.717

400x400 0.717

800x800 0.708

n = 714 Malignant Benign

Predicted Malignant 164 (64.8%) 126 (27.3%)

Predicted Benign 89 (33.2%) 335 (72.7%)

Validation Accuracy Table-Contrast and Datagen constant

Confusion Matrix - 200x200 resolution

0.27 false positive rate





200x200 resolution: Drops in validation accuracy indicate overfitting

Resolution Accuracy Chart



Results-Contrast

Contrast 

Ratio

Validation 

Accuracy

1.0 0.717

2.0 0.734

3.0 0.701

4.0 0.692

5.0 0.687

Validation Accuracy Table

n = 714 Malignant Benign

Predicted Malignant 165 (67.9%) 117 (24.8%)

Predicted Benign 78 (32.1%) 354 (75.2%)

Confusion Matrix - 2.0 Contrast Ratio

0.25 false positive rate





2.0 contrast ratio: Better validation accuracy but overfitting present due to lack of samples.

Contrast Accuracy Chart



Results: DataGenerator

Transformations Composite Validation 

Accuracy

Rotation: 90o

Zoom: 30%

Width Shift: 10%

0.824

n = 2856 Malignant Benign

Predicted Malignant 863 (81.1%) 311 (17.4%)

Predicted Benign 201 (18.9%) 1481 (82.6%)

Validation Accuracy Table: Composite Accuracy with 
optimal contrast and resolution

0.17 false positive rate

Confusion Matrix



Composite accuracy: increase in sample size drastically reduces overfitting

DataGen Accuracy Chart







Analysis

● This model performed most effectively on 200x200 resolution

● Since 714 images were validated upon, overfitting was present in first two 

augmentation batches

● Fitting on datagen performed the best (no overfitting due to lack of sharp 

drops) because sufficient samples produced to cover variation in images

● Contrast potentially highlighted cancerous areas in breast, reducing noise in 

images, allowing CNN to fit better

● First two augmentation procedures took ~1 hr to run through 72 epochs, 

Datagen fitting took ~3 hrs to run, faster than reported in literature

● Augmentations accounted for most types of variation found in mammogram 

images, contributing to success of neural network



Conclusions
● Demonstration of Increased Accuracy after Introducing more samples of augmented data

○ The dataGenerator proved most effective as the neural network was able to train on 

multiple image variants found across mammography datasets. A large increase in 

accuracy (~10%) was observed after adding additional samples of data. This classifier 

performed very well despite limited amount of data being available on public datasets

● Improved Generalizability of Model while Reducing Model Runtime

○ The most important contribution of this work - being able to generalize to unseen data is 

a prevalent issue in deep learning diagnosis of breast cancer. This robust CNN structure 

did not overfit on validation data while maintaining a consistent accuracy of 82%. The 

reduction in runtime contributes to the efficiency of this neural network in diagnosing 

new data

● Reduction of False Positives from Current Prognostic Methods

○ The final model produced a false positive rate of 17%, 30 percent lower than average 

radiologists performance. This is the first project in the field that utilizes actual image 

variants in order to reduce false positives, eliminating anxiety for patients who receive 

this diagnosis



Applications

With this research scientists can:

● Better design mammogram acquisition methods to produce better results 

from deep learning algorithms using augmentations provided

● Use CNN's to better diagnose breast cancer, reducing mental stress and 

anxiety for patients as well as save money on performing unnecessary 

callback tests for false positives 

This research has the potential to surpass human-caused error in breast cancer 

diagnosis, assisting radiologists to better assess their prediction



Future Work

● Producing saliency maps and class 

activation maps
○ Allows for better assessment of CNN's 

predictions

○ Highlight important regions responsible for 

predictions

○ Can also detect region of interest and severity of 

tumor

● Incorporate Deeper CNN structures
○ GoogleNet, AlexNet, etc.

○ Deeper CNN → transfer learning advantage

○ Acquisition of more data required to run deeper 

neural networks
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